***MACHINE LEARNING***

1. In which of the following you can say that the model is overfitting?

**C) High R-squared value for train-set and Low R-squared value for test-set.**

1. Which among the following is a disadvantage of decision trees?
2. **Decision trees are highly prone to overfitting.**
3. Which of the following is an ensemble technique
4. **Random Forest**
5. Suppose you are building a classification model for detection of a fatal disease where detection of the disease is most important. In this case which of the following metrics you would focus on?
6. **Accuracy**
7. The value of AUC (Area under Curve) value for ROC curve of model A is 0.70 and of model B is 0.85. Which of these two models is doing better job in classification?
8. **Model B**
9. Which of the following are the regularization technique in Linear Regression??
10. **Ridge D) Lasso**
11. Which of the following is not an example of boosting technique?
12. **Decision Tree C) Random Forest**
13. Which of the techniques are used for regularization of Decision Trees?
14. **L2 regularization**
15. Which of the following statements is true regarding the Adaboost technique?
16. **It is example of bagging technique**
17. **Explain how does the adjusted R-squared penalize the presence of unnecessary predictors in the model?**

* An adjusted R-squared is a measure of how well a regression model fits a given dataset. It indicates the percentage of variance in the response variable that is
* explained by the model, taking into account the number of predictors used. It is an adjusted version of the R-squared statistic that penalizes models for using too many predictors. A higher adjusted R-squared value indicates a better fit for the model.

1. **Differentiate between Ridge and Lasso Regression.**

**LASSO Model**

* The LASSO method aims to produce a model that has high accuracy and only uses a subset of the original features. The way it does this is by putting in a constraint where the sum of the absolute values of the coefficients is less than a fixed value. To that end it lowers the size of the coefficients and leads to some features having a coefficient of 0, essentially dropping it from the model. In this way, it is also a form of filtering your features and you end up with a model that is simpler and more interpretable.

**Ridge Regression**

* The Ridge Regression method was one of the most popular methods before the LASSO method came about. The idea is similar, but the process is a little different. The Ridge Regression also aims to lower the sizes of the coefficients to avoid over-fitting, but it does not drop any of the coefficients to zero. The constraint it uses is to have the sum of the squares of the coefficients below a fixed value. The Ridge Regression improves the efficiency, but the model is less interpretable due to the potentially high number of features.
* It performs better in cases where there may be high multi-colinearity, or high
* correlation between certain features. This is because it reduces variance in exchange for bias. You also need to make sure that the number of features is less than the
* number of observations before using Ridge Regression because it does not drop features and in that case may lead to bad predictions.

1. **What is VIF? What is the suitable value of a VIF for a feature to be included in a regression modelling?**

* The Variance Inflation Factor (VIF) measures the severity of multicollinearity
* in [regression analysis](https://corporatefinanceinstitute.com/resources/knowledge/finance/regression-analysis/). It is a statistical concept that indicates the increase in the variance of a regression coefficient as a result of collinearity.
* Variance inflation factor (VIF) is used to detect the severity of multicollinearity in the ordinary least square (OLS) regression analysis.
* Multicollinearity inflates the variance and type II error. It makes the coefficient of a variable consistent but unreliable.
* VIF measures the number of inflated variances caused by multicollinearity

1. **Why do we need to scale the data before feeding it to the train the model?**

* In general, scaling is not an absolute requirement, its a recommendation,
* primarily for similarity based algorithms. For many algorithms, you may need to consider data transformation prior to normalization.There's also various
* normalization techniques you can try out, and there's no one size fits best for all problems. The main reason for normalization for error based algorithms such as linear, logistic regression, neural networks is faster convergence to the global
* minimum due to the better initialization of weights.Information based algorithms (Decision Trees, Random Forests) and probability based algorithms (Naive Bayes, Bayesian Networks) don't require normalization either.

1. **What are the different metrics which are used to check the goodness of fit in linear regression?**

* **Mean Absolute Error(MAE)**
* This is the simplest of all the metrics. It is measured by taking the average of the absolute difference between actual values and the predictions.
* **Root Mean Square Error(RMSE)**
* The Root Mean Square Error is measured by taking the square root of the average of the squared difference between the prediction and the actual value. It represents the sample standard deviation of the differences between predicted values and observed values(also called residuals).
* **Adjusted R-squared**
* There is a drawback of R^2 that it improves every time when we add new variables in the model.
* Think about it, whenever you add a new variable there can be two circumstances, either the new variable improves your model or not. When the new variable improves your model then it is ok. But what if it does not improve your model? Then the problem occurs. The value of R^2 keeps on increasing with the addition of more independent variables even though they may not have a significant impact on the prediction
* **Coefficient of Determination or R^2**
* It measures how well the actual outcomes are replicated by the regression line. It helps you to understand how well the independent variable adjusted with the variance in your model. That means how good is your model for a dataset.

**15. From the following confusion matrix calculate sensitivity, specificity, precision, recall and accuracy.**

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAyIAAABdCAYAAABZ0dLXAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAAEnQAABJ0Ad5mH3gAACgbSURBVHhe7d0JeA1n2wfw/9liiSWRRSR2IbZaGktoGjtFUdJYqta01Gv7Qilt7Uq1lOqqLbUvqaUo0aK0aqnl1VhCgsQuYom0QZZzzv3NSQZJBBPqCO//d12D85x7jsmcPPfMPfPMjE4UICIiIiIisiO9+jcREREREZHdsBAhIiIiIiK7YyFCRERERER2x0KEiIiIiIjsjoUIERERERHZHQsRIiIiIiKyOxYiRERERERkdyxEiIiIiIjI7liIEBERERGR3bEQISIiIiIiu2MhQkREREREdsdChIiIiIiI7I6FCBERERER2Z1OFOq/c0Sn06n/IiIiIiIiyuxBZcYjFSIPOSsRPWOYD4jIhrmAiG7Rkg84NIuIiIiIiOyOhQgREREREdmdfYdmWS7i0PajuGJwR9V6leCSm8ugxBjs2XcG+tK+8C3lqDbamHF0+RQs/rspxveujauRf+LghWTcWRM66PR6GPMWhkc5H5RzyaO2P2bmCziwIwrXi1ZDPR9n4MZp7NsbA0vx51GnbEE16MkwXziAHVHXUbRaXfg4s/Z9Fj04H1gRH7UbB84nZegr2dPlK47qtb3hxF8VoqeO9n2DRJzcuw8nE+8Tq3dGBb/q8HRQX2uQGLMH+87oUdrXF5k23URkd5rygRLwUB5m1sT1b0gJg7IfYqwg//d7ktr6EMyxsv2rARLy/Qkxq03/ttTdI6WqySS+Yw+oLarUAzLWN69UGfGn8iJJ1r/hJQZlXdjWR9ZJZywoZRoNksVHbqbP+zjFfS0t8hjE682wtJfmiIlSx2SUisN2pr3Wyhy7Xb4aECLfn/j31mzc1y0kj8FL3gx7hO+ccjXb7/v9JcnGt0rcs69knAxlB8oW/qoQPZVsfViT1P/K+9VMd/X/TJNDY/nsnEWdQYtU2T2yqphMvjL2QKraRkRPiq0fP4gdjznGY/2CNYj1qorKjtFY9l0YEtR3csp84HP0GzQLOy6kqC32Yz27GVuOFEWDptXVFoWhNIKmLkVoaKg6LcPieV9iTJcKSPjtM/RoPxJbE9VYO9G51EPXkBD0CiimtmhhxoHP+2HQrB14AquWnmkmPNfnKyy93UdCsWTMS3DVG+DVfjKWZGhf+nlvVDGpsxHRM03v3AyjFt/p/5mmxWPQsghPjRI9y+zWw60Xf8TCsCtwbTISw5oXRtyaOVhxwaq++7Sw4vKvm7G/QACa1s0w5EpfEBUaBCIoKEidOqJL934YM/dnfNvVE9aoufjyp4ctux6O3r0xBk35CMNfLqW2ED1JehSt2Rqv3u4jQWhfryTy6nQoUC4AHTK0v9qyBty470H0vyFvSfi1v9P/M02BASiXV40jomeSnTb3VpwOXYjN/7iiads2eKVzS7j+swnfLzoOixqRkTl2FxaM64uglo0R0KgVugyehnXHb6S9d2PdMDTqORcnzBZEzOqC+v59sfhCKo589RpeeKEnZkdn/sRrqwbjxXptMHlXhkP81iv4K/QjDOnxCpo39Id/wxYI7DMG8/6My3Z57riO3zbtgq5eEwQUUJvuR++Cxg1rwGi9jpMnzimfbUHUN93wQsN38OPeBRga2ASNX+qC4cuOwmyLt1zCnoXj0CewBRoGNELLTgMwZWVENmeOEnB41Yf4T1BLNG78EroMnYXtlzMXdZaTc9Hbvz46fXZIbbExI3bXAozrG4SWjQPQqFUXDJ62Dumr9gbWDWuEnnNPwGyJwKwu9eHfdzFu14paly3hMFZ9+J+07872sw2dtR1ZFo3owSxR+KbbC2j4zo/Yu2AoAps0xktdhmPZ0eSc9XXNfYqIcjcrrvwVio+G9MArzRvC378hWgT2wZh5fyLuvhvuZJzc9BmG9Q5UtnsN0LhVJ/QbNw87Y9O2uncwVxA9EfYpRCyRWLzoDyQVa4MuzQrCqcVraFMsBX/Om4v/ZhkClBQ+Ay8/H4AeH65DjM4Nnk7/YPec4Wjr9zI+3p8Eo7sP6lQvAUe9DgVL1YSfXxV45hEknjmIPXsO4ex125C0O1LjIpX2/Yi5prZbzyG0Vx34dRmL0MMpcCpRBp75ruDPBRPQq1FzjN6ZlB6XnaQd2LTtJnyVnSJnten+zDh9+gKsOhNc3V2hg+DGWWU5dyxCSIfBWBvvhCJyBnFJhaA3H8XsznXg32MKws6Y4FHCDRK1AqOD/BAwcC1ib+3MK0XUxqEN4ffq+1hyKAUuHo64+NMING85FQcz5tWb53B49x4cOHNrTFgSwme8jOcDeuDDdTHQuXnC6Z/dmDO8Lfxe/hj7k4xw96mD6iUcodcVRKmafvCr4om08z4al816ZSOGNvTDq+8vwaEUF3g4XsRPI5qj5dSD6YUWkVZyA2cP7sGORSHoMHgt4p2KQM7EIamQTntf19qniCiXs+JcaC/U8euCsaGHkeJUAmU88+HKnwswoVcjNB+9U9nCZceK0wu748VWQ/H97gQ4epaEO6KwalIvNHyxP366qoYxVxA9Oeq1IjmWk1lT97wrz5mM4j34N0m/BjVJfhvsLUZDSekTlpjWksZ8TKY3LCD6QvVk9PZ4tVEkce94qV9AL06vzJOLFts1bu9LNZNJ6k46ol6sfu8L1LJeKJ28c5hUMhmkVPcVcuH2NXAWufxjLylpMEr5kG2SrLRkd7F68o63xSdvbZkYcetCbvViddNz8t6eLBfGma/J0dXvSQNXveidWss3p23/WarsH1VdTDBIyZ6rJO72/2+W4582lkIGF2ny0V75W20VyxX5bUQtcTR6Sc8f09dH8o7hUllZfo+2s+TorQt6k47I1208xKB87r0uVjcfmy4NlXVYqN5oubNqE2Xv+PpSQO8kr8y7qLxOlf++X01Zj3Vl0pFbP6PWZUuWHcMri8ngIW1nHVW/Z9uifS1tPAyCDN8BPXseJpUkbegjxZU+5/P29rQ+l0nqfhlV3aT83pSUnqvilB56i9a+rr1PEdG/R3MuUC9W1xfyle7vj5bRo7NM476VbVfUnp+8U4ZVMomhVHdZcWfDLZbLP0qvkgYxlg+RbWlJJEt+MEfKh/VMYnpuhPx5e/NjlphZraSIsYi8uvBq2mvmCqLHQ0s+sMMZkSRsX7AMR1ARQV3rpx9hV/6s/3pHVNSfxco5a3AlrQ2wnPoRK3bcRNEOIzCsvpPaCjj6DsJXy5Zg4TsBcHzEJdaX7orpixdh3rh28Lj9WXq41PdDJaMVCfHxyP7ghwXHNm3FqTKN0LScQW1TmY9iZquS8PT0TJ+KFYVzIVdUavcBfr9eDp0/nYFeJTIsuL4IGrRrfmccvOUYli3ehuslu+C9Qb64fbNdJS5gWH80yXsBa0M3IxEp2LtyNaKkPLqN7Amf9JWprM6KCB4TjMr3vMDXglM/rsCOm0XRYcQw3Fm1jvAd9BWWLVmIdwLucZ9DrcuWshcrV0dBynfDyJ4+6vdsW7RgjAmuDF57TA9DX6QB2jV3y/mpW819ioieJOvf+zB/4niMH59lmjgbf1xSz27qS6Pr9MVYNG8c2t3ZcEPvUh9+lYywJsQjPtsNtwEGgw6WM1uxZMVunE8bhmxA6d6hOJkQhx+6OjNXED1hOd6+51jiJsxfcRLWQk64sn4yJkyYkDZNXncZToWAK2FzsORUegYxR0YixmJA+eeqIX9ayy2FUa1VR7T2K63sOj8ao0d1tHi1Hcpf+RkLv/wIY4b2Rde2AXiuxhBsSlFKN+s9zsFaz2LTlgi4N2iGGlnvaa4riLJ+jdGkSZO0qWmzl9Ch2wC8/8lCbDm8H4u6e8OohqbRu8PLM0NL6hEcOW6B9fQ3aF3EEY6OGaYS/RB2Q/B3zHHEWm7iWNRpWEw+qFo180IYK9VAFUed+iorMyIjY2AxlMdz1TKvWRSuhlYdW8Ov9D3WrNZlSzyGqNMWmHyqIvOiGVGpRhXcc9GI7kPv7oWMXUUzzX1KjSeiJ0Lv0R3LLyqFRHyW6dImDCmvHvQzeqB6i1fRrvwV/LzwS3w0Zij6dm2LgOdqYEj6hjv7A4iGMug+oi+qWnZjRlc/lFTySfVmr2PojLU4HK8OGGauIHqiHnshcvWnBVhzwQq5thOzJ4zDuHHqNGE2dl5TAq7/jrnzDqddQyAWKyyi5A7Tv3X8XPk8iyXthuS3JezER60rolztl9EjZDJmr9uHC8byaNknEFXvt8Nz5Vf8+l9HvNjU7/bR/tsMXnh59FwsWLAgbZo/fx5mfz0d40O6okGZbHbwdUaYHDKsemsKUlIFxvLt8e7EiZiYaZqEKVOnYeqAhiiis8JsVtKt3gBj1m9Onwd57/nQJ4HFalsPBuR41WpdNjEjfdGMd/1S6fPkRQ6eR0V0m85oQsaucm9Z+rrmPqXGE9GToTMhXyEnODllmQo7Zuj7Cdj5UWtULFcbL/cIweTZ67DvghHlW/ZB4H033Hq4t56JneGbMWd8P7ziWxix25dg+rDX8EJlPwxedxFW5gqiJ0rTJv6hWS9gxYINuOrwIqZGJis70crOaoYp5cwstCqYivCFs7EjCTAWLw4PgxVno6OzXNychK0fdEbnft9gX5aL228xGmxHTlKQmpz+Op0Vl+KuZihEzAifPgCjNiTAd+R6nLgaj7NH9+LXlbMxuWuVtLMtmYqWDBJ/34ydqIemmm6XlUPG4ijuYYCYiyLgPyEICckwDX4DXQK7IrhTXRTR50epUkWhTzmFYycyryHr1dM48/e9lt6I4sU9YLCeRXR0lsvGk7big86d0e+bfWpDFlqXrUAplCqqR8qpY8i8aFZcPX0G91w0ohzS1Nc19yk1nohyLXP4dAwYtQEJviOx/sRVxJ89ir2/rsTsyV1R5X4bbpuUa/insB96jfoCy3+LwIVLMfhjTm9USQ3HrI8X47SeuYLoSXqsXctycikWbfkHeV8IQmCZLNdVKPTFOuD1l1xgPRGK2WEJMFZqjiZlgOhVc7A+7s6JVmvsKnz1+XKsOXodzraPMRrThjqZU81q/tHD1a0IdJYzOHToirJLoko6iJXrIzIUNSmIPHICqQYftOrWDHdGIyXh4LLVCFcCLUqBdLdk7Nq0Ddefb4xGLmrTv8mhJlo3KwmJXoZpC05kWF4rLvzQF7XKeqLKwE24gTzwa9McntZwLPr8F1y6/YPewP7vFmBnph2zjIyo1LwJyiAaq+asx51Va0Xsqq/w+fI1OHo9/T5gRmXd2gq2VLOa2bUuWx4/tGnuCWv4Inz+y6U738GN/fhuwU5lDRL9GzT2dc19iohyu5TIIziRaoBPq25olmEYcdLBZVidvuHO0MczSAhFF09XeAd9g1t3+9Y7lkT9oFdQW6ksxGyB1cRcQfREqRet59iDZ02Vg+NriYOuoLScdS7DXW8y+2dtb/Ey6MTp5e/kvMUi55f3lHIOeilYsa2ETJ4pMyYNljYVCoo+f3V5e8u1tHks57+Qpnl0kte7hfR5e4ZsirWI+ehUCXDUicG1tvQY/YnM/Ogdec3XQ4qWKytOxjt30on+vJkU1hukqH8/+XjOIln43VQZ3rGmuBZ0Fud8esnXdm7aXTMy3TUreacMr5RXao0/pHxCRve5a1a21LtmmarLqP2Z4y1nf5Ce5fKIzsFLXgweLZ98PkMmDGgl5R31YvRqL99Hq/+zOUbmBxUXkz6/VGg9SCZOnSIjX/MVF2VZTYZ73zVLWWmyvGc5cdAXlIptQ2TyzBkyaXAbqVBQL/mrvy3pq1ZZ/180lTy6vOLdoo+8PWOTKKtW87KZY+ZLUHGT8l1VkNaDJsrUKSOV78BF+XlNYuBds55pD5NKtNw1y1R9lGTpKhr7eg76FBH9azTnglt3zSoWLOtuqm33YI7+XJoV1ouhqL/0+3iOLFr4nUwd3lFquhYUZ+d8os/XVuam3e4q6131/pZNg3yU7Z6jlG85QCZ8+pV8NX2s9GnopWwv3aXtd9Fp23TmCqLHQ0s+eHyFSPIueaeyUXRObeV7297svdzcIgPLKXF5X5CPjto6e6qc2jBZujeoIEULOIgpn6uUD+ghU7dcuFMEWGIlbGQjKVXQJDpDCXlro23HI1Vi1oyWwFolxSmPgzi6V5Km/WfLn+sGi7cpw06w+ayEjXtVfEs4iYPRJAXcK4h/51GyNDxCZjbOJ4aSfcR2R+GMhYj58ESpnbeiDNuRdXfp3ytEbFLPbpapwU2lqldhyaMsW35Xb6nXcbSsiMySpW9GyqoxncSvTBHJ55Bf3HyaSv9vp0kXd+O9CxGb1FOyYXJ3aVChqBRwMEk+1/IS0GOqbLlwJ8laYsNkZKNSUtCk7OiVeEvSVq1C67LdjFwlYzr5SZki+cQhv5v4NO0v307rIu4ZdhDp2WPPQsTWjzT1dYXmPkVE/4rHUYgoWzQ5GzZOXvUtIU4ORjEVcJcK/p1l1NJwiZjZWPLdfhRANrf3To6WNWO7iL9tu6dsE02OrlK2Tnt5e/5fd27Vq2CuIPr3ackHOtsfSmCO6XQ626err55t1vN7ELbPgmqt/FDi7hFmRP/z/pfyARHdG3MBEd2iJR+wECGiR8Z8QEQ2zAVEdIuWfMD7QBARERERkd2xECEiIiIiIrt7pKFZRERERERE2XlQmcFrRIjokTEfEJENcwER3cJrRIiIiIiIKFdiIUJERERERHb3GIdmWREftRsHzifhQf+BLl9xVK/tDSeWRURPpYcdjmG9Gondx42oVKscCmfX/83xiD4UiThxRbnK3nDLo7bfxYz46EOIjBO4lqsM73sGao0joofxWIdmac4HRJQbaMoHSsBDefCsSbLxrRJiUOJssfebDGUHyhY+dJvoqWXrxzlmOStLOhcXU4UQ2Xb3o9UlZuUQaeCVV3RpeUInDu61JXjOAbE9Pzmj1JiVMqSBl+RV8p1tOXQO7lI7eI4cyBKoNY6IHl5OcoE5eqa8VNRZnJ2zTq7y/Ig/5E5a0J4PiCj30JIPHusZkYv7w7Dt+I20rb6N5fAcDJywEXnaTcTULuVw6yHlugLl0aBFDbjxjAjRUynHR0Gtsdg4oh2Cpu3Gde8QbDn4Cfwd1PcUyXvG4sVGE3GsYjAmj++B6oYj+GHSu5i5szD6rt2NL1o43QrE2BcbYeKxigiePB49qhtw5IdJeHfmThTuuxa7v2iBtEitcUT0SHKSC26s6oZSQavg1qIT6hfLeCdOPdybDMWELj5p+wma8wER5SpP+IzI3ZI29JHiBqP4vL09w5EOInra5SQfJJ/6RT5oV07yGRylQH69GO86I3JZFge5iKFgI5lx3Ky2iVgur5TuXgbJ32iGRKvNlxcHiYuhoDSacVxuR1ouy8ruXmLIr8yvBmqNI6JHoz0XpEr4mOfFZKonH0ber/9pzwdElLtoyQe55xyEJQrfdHsBDd/5EXsXDEVgk8Z4qctwLDuajCNfvYYXXuiJ2dEWNTjdtVWD8WK9Npi8K0VtUVguYc/CcegT2AINAxqhZacBmLIyAgnq20T0BCWtRO+aLTFuT3G8tWA5hlW/dV40gxu/Y/2WeJjqBiKozJ339S4t0bGFO5J3rcOGOKvScgO/r9+CeFNdBAaVuX2GVQlEy44t4J68C+s2xMGqOY6I7CcR4QeOQTyq4flS2eSBWzTnAyJ6GuWeQkRu4OzBPdixKAQdBq9FvFMRyJk4JBXSIfHMQezZcwhnr2c+vZMaF6m070fMNbXdfBSzO9eBf48pCDtjgkcJN0jUCowO8kPAwLWIZa4ierL0xdDknWXYF7EVn3T0RnbXmlpORSAqQQfPSlXgkilDmVCxYlnoU6Jw6EiqLRARUQnQeVZClcyBMFWsiLL6FEQdOoJUrXFqGxHZQUoEwg/fVPpgGWDVNLw36A30fjME42dvxakkNUahOR8Q0VMp9xQiqlSlWmgyZzs2rViOn/+Yix6eWhfRghNf9seQVf/gxQ+3IWL3T1i6KBQb9h3GxuE+OPF1P4xce02NJaInwqEeeg0PRNXC6utsWC5dwlXRo4ibG4xqWzoD3N2cobdew5XLFlsgLl0V6Iu4wS1zIAzubnDWW3HtymVYtMapbUT0+FmvhuPAaQuSN7+HVn2mY/WOv7A77DuMf7MJaviHYN2F9COHmvMBET2Vcl0hoi/SAO2au+V8wSzHsGzxNlwv2QXvDfJFQbVZ+UAEDOuPJnkvYG3oZiSqzUSUO0lKClJEqVny3H2+xOBgUnY/kpGUpASIEpceePeZFYMDTAYgOSkJojVObSKix8985irMHu6o0GEGdp46jUN79+LQqWhsndAQpv0zETx4adooBs35gIieSrmvEHH3gmeWo5aapB7BkeMWWE9/g9ZFHOHomGEq0Q9hNwR/xxxHLA+cEOVqunz5kFendGllByQrS4oZFhhhNCkBunzIlx6IuyItKTArfd1oNEGnNU5tIqLHz6H2e/g1JhZHfhiAWs7qrojBDf4jvkBIHSPi1i/GustW7fmAiJ5Kua4Q0Sk7BA6alsoKi8Vy5yimVdnJSBUYy7fHuxMnYmKmaRKmTJ2GqQMaogjzFVGuZnBxgZNOkBAfn2W4lAWXr1yDVe8MV1eDLRAuTjpIQjzisxxgsFy+gmtWPZxdXWHQGqe2EdETZCiDms+5QZ9yDqfPW7XnAyJ6KuW6QiQ7RoMtyaQgNTn9dTorLsVdvVOIGIujuIcBYi6KgP+EICQkwzT4DXQJ7IrgTnVR5Kn4iYn+dxlKVkKFQlacPxaFf9S2dKmIjIyG1eiNyj4mWyAqVSgE6/ljiMociNTISERbjfCu7AOT1ji1jYgeNwtOh32Cd/5vDEKjshwdULb1CQnXYdUVgpOzXns+IKKn0lOwW66Hq1sR6CxncOjQlTu32Ew6iJXrI2BWX8KhJlo3KwmJXoZpC07caVfmuPBDX9Qq64kqAzfhhtpKRLlU/gA0DyiEm9tXY835DLe6S9iClRtjYajRFE29bKkrPwKaB6DQze1YveZ8htvvJmDLyo2INdRA06ZeSgbRGkdE9qGD6ewmfDnzQ0xZdDDTkEnruZVYtuVvmKo2QmNbP9ecD4joafRUFCKeLVrDL18CfhrWBr3HTMdnH49AV/9W+OqqJwrfHmqVHw1HTkG3Mtewtn8DNH5jDKZ/8SkmDmyDBsHLcNGjLcYOa6REEVHu5oIOIcHwSfwJwzsNx+JdUYj+ay0+eP0tzD1TDB3fDkZFdSSGS4cQBPsk4qfhnTB88S5ERf+FtR+8jrfmnkGxjm8jWA3UGkdE9qBHsaBB6OYt+Gvaa+gxbS32R0Xj4KYv0bft/2F1Qjn0GNsfz6VdL6o9HxDRU0h9sGGOPcys932yeup+GVXdJKbqo2R/qtp2W6rErBktgbVKilMeB3F0ryRN+8+WP9cNFm+Tl7wZlqTGKZFnN8vU4KZS1auw5DGaJL+rt9TrOFpWRN5UI4jo3/ZQqcR8TD6sZ8rmyeo21+Xg7B5SzckgOuWzAZ3oHctJu493SLwaccv1g7OlRzUnMejSRmqKTu8o5dp9LDuyBGqNI6KHl5NccPPwfOlbt6g4qH3S1s/zePrLwKWRcmerbqM9HxBR7qElH+hsfyiBOabTKZnj4WYlomfM48oH1sRT2L8nArEpheFdqw58XO5xSz1rIk7t34OI2BQU9q6FOj4uWZ45oNIaR0QPJee5IBlxEXsRHpMAvUs51Kjlg3t3c435gIhyBS35gIUIET0y5gMismEuIKJbtOQDXuFFRERERER2x0KEiIiIiIjs7pGGZhEREREREWXnQWUGrxEhokfGfEBENswFRHQLrxEhIiIiIqJciYUIERERERHZ3WMfmpV4ci/2nUxMe1pR9vRwruCH6p4O6usHS4zZg31n9Cjt64tSjmojET0xOR6OkXwJxyNOIC4lPzwrVEZp50d9HoAZ8dGHEBkncC1XGd5uedR2IrKnhx+aZcXVyN04bqyEOuUKq21ZaM4bWvMB8wbR46QpHygBD0XbrKny3/eriSntSaj3mhyk8WfnxKLO8WCpsntkVTGZfGXsgbsewU5ET4CtL2tiPisbxrQVHyej+oRkiM7kLr49vpDdGR+RbI6WmS8VFWdn57sm1+dHyB8ZnsSeGrNShjTwkrxKvkv7PAd3qR08Rw4kqgFEZDeac0EWlrNLpHNxk1QI2aa2ZKA1byi05gPmDaLHT0s+sM/QLL0zmo1ajNDQ0GymxRjTsgjHiBE981Lw15QgBE34BeaAdzF/4078uW01PnuzLE4tHIR2byzAGasamvwXdu+9jBSPemjfoQM6ZJjat6gGV8OtuD2Y2LEbPg33QPcv12H7jg34tn9FnJrbF4HDf8Y1NYyIci9r7EaM6PAWQs/a9luyykne0JgPmDeIcg+1IMkxbbOqZ0T0xSR43U217VHxjAhRbqMpH9wMkzeLG8RU/V3Zk6S22VhiZeGrbqI31ZVJR8xpTanhY+R5k0nqfRgp6S3Zu7w4SFwMBaXRjON34iyXZWV3LzHkbyQzou83NxH923K2W5Esp375QNqVyycGxwKSX2+8+4xIDvKG1nzAvEFkH1ryQS47EWHFlb9C8dGQHnileUP4+zdEi8A+GDPvT8RZ1JBsJePkps8wrHcgWjZugMatOqHfuHnYGWtW31dZLmHPwnHoE9gCDQMaoWWnAZiyMgIJ6ttE9PhYE26icFV/vNTxZVTLOBRb74rna5SBwXoBZ86l99nE8AM4Jh6o9nwp3Dr5cbcb+H39FsSb6iIwSJlfbYXeBS07toB78i6s2xCnZBUiyo2SVvZGzZbjsKf4W1iwfBiqZ9PZtecNrfmAeYMoN8lFhYgV50J7oY5fF4wNPYwUpxIo45kPV/5cgAm9GqH56J1IUiMzs+L0wu54sdVQfL87AY6eJeGOKKya1AsNX+yPn66qYeajmN25Dvx7TEHYGRM8SrhBolZgdJAfAgauRSyzDtFjpS/aHh+HbcWad+sh060prBexY1cULMbS8C5ru/g0BRHhh3HTVBFlsArT3huEN3q/iZDxs7H1VIYsYDmFiKgE6DwroYpL5lRmqlgRZfUpiDp0BKlqGxHlLvpiTfDOsn2I2PoJOnpnf6G45ryhNR8wbxDlKnYqRK7jr2UfYMyYMVmm8fjuj6vpRx5SduPTsUtwyuN1LNy7G+tDF2BBaBh2hy9FzxIpOPzDD9ibkvZhmVmOY8mXq3Cx4lCs37cJyxcuwNL1e7Hrs5YocHI55oXF24Jw4sv+GLLqH7z44TZE7P4JSxeFYsO+w9g43Acnvu6HkWs5KpTI/qw4v+IdTNzwN1xbBaNTKYPSdBXhB07DkrwZ77Xqg+mrd+Cv3WH4bvybaFLDHyHrLqTnDMslXLoq0Bdxg1uWm+cY3N3grLfi2pXLSu8notzIoV4vDA+sinvcI+s+sskbWvMB8wZRrmKfQsT6N/bNn4jx48dnmSZi9h+X0m5ZAX1pdJ2+GIvmjUM7jzuLpXepD79KRlgT4hGf7VkLAwwGHSxntmLJit04fyO9rXTvUJxMiMMPXZ2VBHUMyxZvw/WSXfDeIF8UTJtPoS+CgGH90STvBawN3YxEtZmI7MGK2J+Ho92bi3GuZFfM/PR1eNm6vvkMrpo94F6hA2bsPIXTh/Zi76FTiN46AQ1N+zEzeDCW2k5hSgpSUpTs4ZAHdx1LNTjApOybJCclpecXInpG3CNvaM0HzBtEuYp9ChG9B7ovv4j4eKWYyDRdwqYh5dPHaBo9UL3Fq2hX/gp+XvglPhozFH27tkXAczUwZFOKkmSs6UdBszKUQfcRfVHVshszuvqhpLsXqjd7HUNnrMXhePUakdQjOHLcAuvpb9C6iCMcHTNMJfoh7Ibg75jjiOUhECI7SULkwjfQJHA6DroG4eufvkWnEmo6cqiN936NQeyRHzCglrOapAxw8x+BL0LqwBi3HovXXYZVlw/58uqU/q3sWKTFZGBJgVnpz0ajCUoEET0T7pM3tOYD5g2iXMU+hYjSpU35CsHJySnLVBiODrcWIQE7P2qNiuVq4+UeIZg8ex32XTCifMs+CKya5fxpJnq4t56JneGbMWd8P7ziWxix25dg+rDX8EJlPwxedxFWq5JwUgXG8u3x7sSJmJhpmoQpU6dh6oCGKMLMQ/T4WeOwZWwrNOg1D+cr9sfSzQvRu9JdxyazYUCZms/BTZ+Cc6fPw2pwgYuTDmI7W5rlIILl8hVcs+rh7OqafqCDiJ5uD8obWvMB8wZRrmKnQuTBzOHTMWDUBiT4jsT6E1cRf/Yo9v66ErMnd0UV29PT73eeNOUa/insh16jvsDy3yJw4VIM/pjTG1VSwzHr48U4rS+O4h4GiLkoAv4TgpCQDNPgN9AlsCuCO9VFkVyzNoieUdbzWDOwGdpO2I68rT/BL5tm4pVSmQ80WE6H4ZN3/g9jQqPuGqedkpCA61YdCjk5Q28oiUoVCikfeQxR/6gBqtTISERbjfCu7AOT2kZETykNeQNa8wHzBlGukmt2vVMij+BEqgE+rbqhWWlb5ZEu6eAyrA43K3snZmS5GW+6hFB08XSFd9A3iFb3WvSOJVE/6BXUVioLMVtgNdVE62YlIdHLMG3BiQyfY8WFH/qiVllPVBm4CWmXlxDRY3IDeyYFofvXkfDsNh9blg9GbSf1rQx0prPY9OVMfDhlEQ5mHDthPYeVy7bgb1NVNGrspSSv/AhoHoBCN7dj9ZrzGYZuJmDLyo2INdRA06a2OCJ6emnLG9CcD5g3iHITne1hIuq/c0Sn09meUqK+uhcz9o/yRd1Jl9B9bTS+a5VXbb+bJeYLtKw5CL/mrY8+b/eGfzGlSDjwCxbNCcNJpQhJSGqGORdXo0dBM/a8WxMvTM2D9/btwpjnbmLz4Npo9flZlGrRC91fqgJX60XsX/0tvt+WipazdmFlcBnozi1HcIPXMe+MK/y7BaN9zSK4fvQXzP9+A2Kc2uHbbT+gZxmejCV6GFrygeX4DDSrOQRbLRXR9o1W8M50L06FrgBq9XofnSsnYsN/6qDtrPPw7jgOU4a3QRXjaWyY+Q7em3MIbsHLsf3rNnCz7Slc34a36zTFjLg6+L9PP0Yfv7yIXDIKA8aFwdppKfbOexVFuUdBZDfa9g3uZjk+BS9Wfh9XBmxB5Cf+amtO8oZRez5g3iCyC035QAl4KNpmzcmT1c1yNmycvOpbQpwcjGIq4C4V/DvLqKXhEjGzseQzlJQ+YYlKXDZPVk+OljVju4h/haJSwKTM6+gqZeu0l7fn/yV/p0ekST27WaYGN5WqXoUlj9Ek+V29pV7H0bIi8t966jvR/6YH5wOLnPu8ieRRcpItNttJ7y49Vqt98eZhmd+3rhR10N1+X5fHU/wHLpXIjE9XVlw/OFt6VHMSg/rZOr2jlGv3seyIVwOIyG5sffBhmI99KPWU7XfmJ6vnMG8otOYD5g2ix8/Wtx7kMZ8RIaL/BY8rHyTHRWBveAwS9C4oV6MWfFzuceMKayJO7d+DiNgUFPauhTo+LrjfLS6I6PHIFfsGWvMB8wbRY6UlH7AQIaJHxnxARDbMBUR0i5Z8wFGQRERERERkdyxEiIiIiIjI7h5paBYREREREVF2HlRmPHQhQkRERERE9LA4NIuIiIiIiOyOhQgREREREdkdCxEiIiIiIrI7FiJERERERGR3LESIiIiIiMjuWIgQEREREZHdsRAhIiIiIiK7YyFCRERERER2x0KEiIiIiIjsjoUIERERERHZHQsRIiIiIiKyM+D/AYS65q6JNfDvAAAAAElFTkSuQmCC)

|  |  |  |  |
| --- | --- | --- | --- |
|  |  | Predicted |  |
|  |  | True | False |
| Actual | True | 1000 | 50 |
|  | False | 250 | 1200 |

**To calculate the various metrics:**

**Sensitivity = True Positive / (True Positive + False Negative)**

* True Positive = 1000
* False Negative = 250
* Sensitivity = 1000 / (1000 + 250) = 0.8

**Specificity = True Negative / (True Negative + False Positive)**

* True Negative = 1200
* False Positive = 50
* Specificity = 1200 / (1200 + 50) = 0.96

**Precision = True Positive / (True Positive + False Positive)**

* True Positive = 1000
* False Positive = 50
* Precision = 1000 / (1000 + 50) = 0.9524

**Recall (same as sensitivity)**

**Accuracy = (True Positive + True Negative) / (True Positive + False Positive + True Negative + False Negative)**

* True Positive = 1000
* False Positive = 50
* True Negative = 1200
* False Negative = 250
* Accuracy = (1000 + 1200) / (1000 + 50 + 1200 + 250) = 0.88

***Therefore, the sensitivity is 0.8, specificity is 0.96, precision is 0.9524, recall is 0.8 and accuracy is 0.88.***